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Abstract

This paper develops a general solution framework based on aggregation tech-
niques to solve NP-Hard problems that can be formulated as a circulation
model with specific side constraints. The size of the extended Mixed In-
teger Linear Programming formulation is generally pseudo-polynomial. To
efficiently solve exactly these large scale models, we propose a new iterative
aggregation and disaggregation algorithm. At each iteration, it projects the
original model onto an aggregated one, producing an approximate model.
The process iterates to refine the current aggregated model until the opti-
mality is proved.

The computational experiments on two hard optimization problems (a
variant of the vehicle routing problem and the cutting-stock problem) show
that a generic implementation of the proposed framework allows us to out-
perform previous known methods for the vehicle routing problem. For the
cutting-stock problem, the method is not effective
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models, combinatorial optimization

1. Introduction

Integer programming models based on network flows with side constraints
have been successfully used to solve difficult NP-hard problems by [6, 12, 13,
15]. In such a model, there is a flow that goes through the arcs, visiting
some nodes of the network in order to satisfy a given set of constraints.
According to the specificities and the objective of each optimization problem,
the network that models it may have quite different characteristics. Typically,
these problems can be formulated as Mixed Integer Linear Programming
(MILP) models, whose variables represent the flow that goes through each of
the arcs in the graph. In network flow models designed for solving NP-hard
problems, the number of nodes of the network is typically large and depends
on the data values of the problem. Therefore, the size of the network is
generally not polynomial with regards to the size of the data of the initial
problem and neither is the MILP formulation.

To solve a MILP of such large size, an idea is to work on an aggregated net-
work and thus produce an approximate instance of the flow problem. Model
aggregation is a classical technique used in several fields of combinatorial
optimization (see [17]). One of the most famous examples of aggregation is
the state-space relaxation method of [5], and its generalizations (see for ex-
ample [16]). In integer programming, the most generic aggregation method
is the surrogate relaxation, introduced in [11]. In this method, the set of
constraints of the original problem is replaced by a single constraint, which
is obtained from a linear combination of the relaxed constraints.

Recently, there has been a surge of interest in aggregation techniques
in the context of column generation. In [9, 8], the authors aggregate set-
partitioning constraints and restrict the sets allowed in the model to those
that are compatible with the aggregation. The aggregation is then dynam-
ically updated to obtain the optimum of the column generation. In [2],
aggregation is applied to a network design model: nodes are aggregated, and
an ad-hoc scheme is proposed to disaggregate the current partition, based on
min-cut algorithms.

The technique studied in this paper is rather different. It is based on scal-
ing techniques applied to pseudo-polynomial extended MILP formulations.
To our knowledge, such aggregation algorithms were applied to network flow



models for the first time in [14]. The authors proposed an aggregation algo-
rithm to solve a vehicle routing problem with multiple routes using a time-
indexed model. The basic idea is to use a partial discretization and dynami-
cally refine the model by adding new discretization points. This aggregation
method was further analyzed by [19]: some theoretical results were proposed,
but no clues were given for a practical generic implementation. Similarly to
[14] and [19], [3] recently addressed a network design problem using iterative
disaggregation techniques in which a scaling algorithm is applied to a pseudo-
polynomial formulation. This latter work confirms that iterative scaling is a
very effective tool for problems which can be modelled using integer models
based on network flows.

In this paper, we propose a general solution framework, the Iterative Ag-
gregation and Disaggregation Algorithm (IADA), which extends the previous
method proposed in [14] and [19]. IADA can be applied to large scale arc-
flow /circulation models characterized by nodes that correspond to values in
a given scale, and arcs that cover elements of a set. An important aspect of
our work is its generality. Whereas all aggregation procedures described in
previous studies on network-flow problems focus on specific applications, our
method applies to a general family of min-cost circulation models which can
in turn be applied to a large set of applications. It is based on a given scaling
function, which is applied to the arcs’ heads and tails. The scaling function
determines the level of aggregation as well as the quality of the approxima-
tion. It only modifies the possibility of either combining, or not combining,
the arcs into feasible paths. As a consequence, a solution that satisfies the
side constraints for the original model is obtained directly from the aggre-
gated model. The only question that arises is whether or not the solution
respects the flow-conservation constraints. When this is not the case, the
method iteratively disaggregates the network until convergence is proved.

Our computational experiments on two hard combinatorial optimization
problems (a variant of the vehicle routing problem and the cutting-stock
problem) show that a generic implementation of our framework allows us to
outperform previously studied methods.

The paper is organized as follows. In Section 2, we define our minimum
cost circulation model, and in Section 3 we provide theoretical results re-
lated to our aggregation scheme. Section 4 describes the general framework
for iterative aggregation and disaggregation of flow/circulation models. In
Section 5, we describe two practical problems that can be solved with this
algorithm, and present our computational results. Finally, some conclusions



are drawn in section 6.

2. Minimum cost circulation integer models

In this section, we describe the class of integer linear models studied in this
paper, and describe precisely two instances of such formulations. Through-
out the paper, we use the following notation. Let Z be a set of elements
(representing customers, items, jobs, ..., etc.) and V = {0,...,W} be the
ordered set of nodes representing values in a given scale (time, position, ...,
etc.). Let G = (V, A, s,t,e,c) be a directed acyclic multigraph, where A is
the set of arcs, s : A — V assigns to each arc its tail, ¢ : A — V assigns to
each arc its head, e : A — P(Z) associates each arc a to a subset e(a) C Z,
and ¢ : A — R associates a to its cost. Set e(a) represents the elements
of T covered by arc a. We assume that s(a) < t(a), Va € A, except for a
special arc a* of tail W and head 0. The element i* € Z covered by a* is
a dummy element that we will use in our model. To simplify the notation,
we may refer to an arc a by the triple (s(a),t(a),e(a)). The source of the
network is node 0, and its sink is node W. Set A contains also arcs (v, v, (),
for all v € V\ {W}, v € V\ {0}, where v and v' are any two consecutive
nodes of V. These arcs do not cover any element of Z and are called dummy
arcs. These arcs have a cost equal to zero, and thus can be used to com-
plete paths when regular arcs are not sufficient to build a path from 0 to
W. For each i € Z, A(i) C A denotes the subset of arcs covering element ¢
(ie, A(i) = {a € A:i € e(a)}). A circulation z in graph G covers an
element i € Z if z, > 0 for some a € A(1).

We focus on a specific class of integer models that can be described as
a minimum-cost circulation problem with linking bound constraints. The
model takes as an input a multigraph G, and lower and upper bounds ¢;, u; €
R = RU {—00,+00} for all elements i € Z. We use variables z,,Va € A,
which correspond to the flow going through the arcs of A. The min-cost
circulation model can thus be written as follows.



min Z c(a)z, (1)

acA
st ;< Z Tq < Uy, Viel, (2)
a€A(3)
Z Ty = Z Ta, Yo=0,..., W (3)
a’c€A:s(a’)=v acA:t(a)=v
e €N, Va € A (4)

Note that the flow going through arc a* represents the value of the circu-
lation. This value can be fixed by setting €;+ = wu;«.
In the remainder of the paper, for a multigraph G, an element set Z, and

two bound vectors ¢, u € @II\’ we will denote the model (1)—(4) applied to
this data as X (G, ¢, u,Z), and the optimal value of model X (G, ¢, u,Z) as
val(G, ¢, u,T).

In order to show the generality of this model and illustrate the notations
above, we describe two examples that represent two very different applica-
tions that can be modelled with (1)—(4): a routing problem and a packing
problem.

2.1. The vehicle routing problem with multiple trips

Our first example, taken from [14], is a routing problem where K vehicles
perform several small routes during the same planning period (workday).
In this problem, the goal is to lexicographically maximize the number of
customers visited and minimize the total distance travelled. The deliveries
must be performed during a workday lasting W units of time. The customers
can only be served during a given time window.

Let Z be the set of customers to visit. Each possible route r is char-
acterized by a sequence J C Z of customers, a duration length(r) and a
global time-window [d,,df] deduced from the individual time-windows of
the served customers. The network G is constructed as follows: the node
set V corresponds to time instants {0, ..., W} of the workday, and the arcs
of A correspond to the different possible (precomputed) routes. Each route
r is modeled in the network as a list of arcs aq = (d,d + length(r),J),
d € [d;,df], representing the selection of the route that goes through 7,

beginning at time d and finishing at time d + length(r). Therefore, a path



supporting a unit flow represents the workday of a vehicle. The cost c(a) of
an arc is computed as follows: let r, be the route related to arc a, length(r,)
its length, and n(r,) the number of customers serviced by route r,. The cost
of arc a is ¢(a) = length(r,) — M xn(r,), where M is a large constant integer
value. For each customer ¢ € Z, we set the bounds as follows: ¢; = 0 and
u; = 1. To take into account the constraint on the number of vehicles, we set
uq+ = K and since using a vehicle has no additional cost, we set ¢(a*) = 0.

2.2. The cutting-stock problem

We also consider the cutting-stock problem, where an integer flow of
minimum value has to cover the whole set of elements. The corresponding
model, with a different formalism, is used in [6]. In this problem, there is a
set Z of items 4, each of size w; € N and demand ¢; € R, and a unique size
W € N of a bin. The goal is to find the minimum number z of bins needed
to pack ¢; times each item ¢ of 7.

The multigraph is built as follows. There is one node v for each position
{0,1,..., W} in the bin. For each item ¢, the corresponding arc set A(7) is
built as follows: for j = 0,..., W —w;, add an arc (j, j+w;, ¢) that covers only
1. For each element ¢ € Z, the bounds are computed as follows. The values
¢; are those defined in the original cutting-stock problem, and u; = 400,
Vi € Z. The cost of each arc a € A is 0, except for arc a*, whose cost is 1.
Since the number of bins is not limited, we set ¢, = 0 and u,« = +00. The
objective is to minimize the value of the circulation. Practically speaking,
many arcs can be removed by preprocessing using dominance rules. These
rules are described precisely in [6].

3. Aggregation of network flow models

In this section, we formally introduce the concept of aggregation applied
to our network circulation model. We consider two types of aggregation:
heuristic and conservative. In the first case, some valid paths are not valid
anymore, and solving the model obtained leads to a heuristic solution. In
the second case, some paths are added to the model, and thus a relaxation
is obtained.

We generalize the results of [19], which made two distinct cases of profit
maximization and cardinality cover. As explained above, these two cases can
both be expressed as a minimum-cost flow problem with linking bounds.



3.1. Aggregation

We now give the basic definitions that are used throughout the paper.
The three following definitions are modified versions of those from [19]. More
precisely, we define more formally the notion of valid aggregation. We first
define the notion of discretization function, which allows the projection of
a discrete set onto another one. We only consider non-decreasing functions,
since they may otherwise break the structure of the model. Without any loss
of generality, we will assume that the target set S of the discretization is a
subset of the initial set V.

Definition 1 (discretization function). For a given discrete node set V =
{0,..., W}, and a target set of discrete values S €V such that {0,WW} C S,
a discretization function p is a non-decreasing function defined from 'V to S.

An aggregation of a multigraph is obtained by applying two discretization
functions to the two extremities of each of its arcs.

Definition 2 (aggregated network). Let G = (V, A, s,t,e,c) be a network
flow maultigraph and (p1, p2) be a pair of discretization functions defined from
VY to S. The aggregated network associated to the aggregation function ¥ =
(p1, p2) is computed as follows: V(G) = (S, A, p1os,psot,e c). Aggregation
U is valid if for any pair of consecutive values v and v' in S, there ezists a
dummy arc a € A such that p; o s(a) = v and psot(a) =",

Note that the aggregated network may contain loops, i.e. when pjos(a) =
p2 o t(a). This is generally bad for the method. However, depending on the
side constraints, useful information can still be obtained from the aggregated
network when loops are created.

The basic idea of this paper is to work on an aggregated model X (V(G), ¢, u,T),
which is hopefully easier to optimize, since it has fewer constraints and vari-
ables. Theoretically, such an aggregation only reduces the number of nodes
(and thus the number of constraints in the corresponding min-cost circula-
tion models), and not the number of arcs (variables). Practically speaking,
after aggregation many arcs covering the same set of elements will have the
same tail and head. Therefore, only one replication will be kept, reducing
the number of arcs/variables. For the sake of simplicity, our theoretical char-
acterization of aggregation will not consider this arc reduction phase, which
does not modify the optimal value of the model. In our framework, aggre-
gation is used to compute iteratively primal bounds, and dual bounds that
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converge towards the optimum. Therefore, we will only consider aggregations
that lead to an over-constrained model, or to a relaxation.

Definition 3 (conservative and heuristic aggregations). Let ¥ = (py, p2) be
an aggregation function, where p; and ps are defined from V to a given set
S C V. We say that ¥ is a conservative aggregation if for any pair of arcs
a; and ag, t(ay) < s(ag) implies that pyot(a) < pyos(az). Similarly, V is a
heuristic aggregation if for any pair of arcs a; and asg, ps ot(ar) < p1os(az)
implies that t(ay) < s(az).

Without loss of generality, in the remainder of this paper, we will consider
only discretization functions p such that p(0) = 0 and p(W) = W.

Obviously, if one solves exactly the model obtained after a heuristic ag-
gregation, a feasible solution is found. On the other hand, any dual bound for
the problem obtained using the conservative aggregation is also a dual bound
for the initial model. To illustrate the notions of conservative and heuristic
aggregations, consider the two following discretization functions, p~ and p*,
defined from V to a given target set S, where p~(v) = max{p € S : p < v}
and p*(v) = min{p € § : p > v}, for all v € V. Function ¥}, = (p~, p*) is
a heuristic aggregation and function W. = (p~, p~) is a conservative aggre-
gation. In the following, Id = (p~, p~) represents the identity aggregation
function, where p=(v) = v. By definition, the identity aggregation is both
heuristic and conservative.

We now give a new and more precise characterization of the combinations
of discretization functions that produce a conservative aggregation.

Lemma 1. Let p; and py be two valid discretization functions defined from
set V to set S C V. A walid aggregation W = (py, p2) is conservative if and
only if p2(v) = p1(v),Yv € V, and p; is surjective.

Proof. Necessary condition: consider the path u = aq,...,a; composed of
all dummy arcs. If Jv € V such that ps(v) # p1(v) then 35 € {1,...,k} such
that ¢(a;) = s(a;1) and pz o t(a;) # p1os(aj1). If p2ot(a;) > p1os(a),
U is clearly not conservative. If py o t(a;) < p1 o s(aj41), we can conclude
that W is not valid because there cannot be a dummy arc between po(v)
and its successor in §. Suppose such an arc a, exists. This arc a, satisfies
p1os(ay) = paot(a;) < p1os(ajsr), which implies that p < j 4+ 1 (because
p1 is non-decreasing). This arc a, also satisfies ps o t(a,) > ps © t(a;), which
implies that p > j (because py is non-decreasing). Therefore, there cannot



be such an arc, and ¥ cannot be valid. If p; is not surjective, then there are
nodes v € § such that there is no dummy arc going in or out of v.
Sufficient condition: for any pair of arcs a; and ay such that t(a;) < s(as),
since p; is increasing, we obtain py o t(a;) = py o t(ay) < py o s(ag), which
is the conservative aggregation condition. The fact that p; is surjective and
increasing directly implies that for any consecutive pair of nodes v,v" € S,
there is an arc a such that p; o s(a) = v and p; o t(a) = v'. O

3.2. Approzximations and bounds

We start this section by defining the notions of conflict graph and conflict-
difference graph, initially proposed in [19]. They use the notion of conflict
between two arcs. Two arcs are said to be in conflict if they cannot be used
in the same path. This allows us to give a bound for the ratio between the
optimal solution values of the non-aggregated and aggregated models. We
need them in the next section to design strategies for computing a suitable
initial aggregation.

Definition 4 (conflict between two arcs). Two arcs a; and ay are in conflict
in graph G if [s(ay),t(ar)] N [s(az), t(az)] # 0.

Definition 5 (conflict graph). Let G = (V, A, s,t,e,c) be a multigraph. The
conflict graph associated to graph G is the interval graph G = (A,C) such

that the edge {ay,as} belongs to C iff arcs ai,as € A are in conflict in graph
G.

Definition 6 (conflict difference graph). Let G = (V, A, s,t,e,c) be a net-
work flow multigraph and Ut and U~ be two aggregation functions such

—

that C~, the arc set of V=(G), is a subset of CT, the arc set of U*(G).
The conflict difference graph of graph G related to U+ and U~ s the graph

~

G(I+,T7) = (A,CH\ C).

The conflict difference graph represents the conflicts present in ¥*(G) but
not in ¥~ (G). If U* is an heuristic aggregation, the set of conflicts of ¥+ (G)
contains the set of conflicts of graph G: the conflict difference graph is thus
G(VT,1d). Similarly, a conservative aggregation removes conflicts without
creating any. If U™ is a conservative aggregation, the conflict difference graph
is G(Id, ¥™).

Let us consider two examples of cardinality cover minimization problems,
whose original multigraphs are illustrated in Figures 1.a) and 2.a), and the

9



az ag

a; a;
a, a,
o) G
a; as
a; \: a, ¢) G(IdW (G))
a; ® az
bW (G) v (G)

Figure 1: Conservative aggregation. Subfigure a) is the original multigraph G, with its con-
flict graph c). Subfigure b) is the aggregated multigraph obtained using S = {0, S;, S;, W},
with the corresponding conflict graph d). The conflict difference graph is e).

conservative and heuristic aggregation functions V. = (p~,p~) and ¥, =
(p~, pT), respectively. Figures 1.b) and 2.b) represent the aggregated models
when U, and W, are applied, and Figures 1.¢), 2.c) and 1.d), 2.d) represent
the corresponding conflict graphs. The conflict difference graphs of G and
G, related to the original and aggregated multigraphs, are represented in
Figures 1.e) and 2.e) respectively. In graph G, the minimum number of
paths that cover all arcs is equal to 3, while in W.(G) it is equal to 2. This
happens as a number of conflicts was removed (Figure 1.e). For example, a
path composed of arcs ai, as and ag is feasible in the aggregated model but
not in the original one. On the other hand, in G’, the minimum number of
paths that cover all arcs is equal to 2, while in W, (G") it is equal to 3. This
time, a number of conflicts was added (Figure 2.e). For example, a path
composed of arcs ay, az and as is feasible in the original model, but not in
the aggregated one.

The cliques in conflict-difference graphs play an important role in the
remainder of this section. This role is described in the following lemma,
which is a rewriting of a lemma by [19].

Lemma 2. For two given aggregation functions W™ and U~ and a net-
work flow multigraph G, let w(UT, W) be the size of the mazimum clique

10



a; as as

N/

a, a,

e G(dY,(G)

9w G
h
Figure 2: Heuristic aggregation. Subfigure a) is the original multigraph G, with its conflict
graph c). Subfigure b) is the aggregated multigraph obtained using S = {0,S;,S;, W},

with the corresponding conflict graph d). The conflict difference graph is e).

in G(UT, ™). Let A" be the arc set supporting a OW —path ju in U= (G). At
most w(W, W) OW —paths are necessary in W*(G) to cover the arcs of A*.

Lemma 2 allows us to determine the approximation factors and worst-case
performances obtained by using respectively a heuristic or a conservative ag-
gregation in some specific cases. In the general case (i.e. random values of
c(a)), no approximation ratio can be proved, since the optimal value may be
zero and the problem is NP-hard. For some combinations of constraints, fea-
sibility issues can occur: there may be a feasible solution after a conservative
aggregation, while no such solution exists for the initial problem. The oppo-
site can occur with a heuristic aggregation. However, in specific cases where
maintaining feasibility is not an issue, it is possible to prove that the ratio
between val(V(G), ¢, u,Z) and val(G, ¢, u,Z) is bounded by w(W,Id). Since
the clique size is not bounded by any constant in general, the approximation
factor is not a constant value.

Proposition 1. Let G = (V, A, s,t,e,c) be a network, T a finite set of
elements, and { € @\ZI} u € Rm two vectors. Let also Wy, be a heuristic
aggregation and w(Vy,1d) be the size of the maximum clique in G(V,,1d). If

the two following conditions hold:

1. ¢(a) > 0,Va € A, orc(a) <0,Vae A
2. b;=0,VieZ oru; =4o00,Viel

11



then val(Vy(G), 0, u,T) — val(G, l,u,T) < (w(¥p,Id) — 1) * |val(G, ¢, u,T)|.

Proof. First, note that under the first assumption, if val(G, ¢, u,Z) = 0, then
the solution is a circulation of value zero (or using dummy arcs only). In this
case, any heuristic aggregation will lead to this solution, and the proposition
is true. In the following, we can assume without loss of generality that
val(G, ¢, u,T) # 0,

Consider an optimal circulation for X (G, ¢, u, Z) such that the flow through
a* is z*. If this optimal circulation is feasible in X (¥, (G), ¢, u,Z), then the
proposition directly follows. If it is not the case, we show how we can con-
struct a feasible solution. We know that this circulation can be decomposed
into z* circuits. Using Lemma 2, we know that the elements of each of these
circuits can be covered by less than w(Wy, Id) circuits in ¥, (G). The way a
feasible solution for X (¥, (G), ¢, u,Z) is obtained depends on which part of
condition 2 is true.

If u;+ = o0, then the solution obtained by using w(¥,Id) circuits is
directly feasible because it is always possible to increase the value of the
circulation, and the other bound constraints are not modified. Without loss
of generality, we assume that we are in the case c¢(a) > 0,Va € A, since the
problem is otherwise unbounded. The additional cost of the heuristic solution
is (w(Wp,Id) — 1)c(a*) (the elements covered are the same). The worst case
occurs when c(a) = 0,Va € A\ {a*}. In this case, the difference between
the optimal value and this specific heuristic value is (X (V,(G), ¢, u,Z) —
)val(G,¢,u,Z). Since the optimal solution of X (¥,(G), ¢, u,Z) is better
than this specific heuristic, one obtains val(V,(G), ¢, u,Z) — val(G,{,u,T) <
(w(Tp,1d) — 1) * val(G, ¢, u,T).

If ¢; = 0, Vi € Z, then we can drop some arcs to obtain a feasible solution.
Without loss of generality, we assume that c(a*) = 0 (since it is always
possible to use dummy arcs to increase the value of the circulation). Because
it may happen that u;x € R, it may not be possible to use all these circuits.
In the worst case, z* = u;+. In this case, one can recover a valid solution by
dropping at most (w(Wpy, Id) —1)z* circuits. This is always possible under the
assumption £(i) = 0,Vi € Z. The worst case occurs when all circuits have the
same value. In this case, one obtains val(V,(G), ¢, u,Z) — val(G,l,u,T) <
(w(Tp,Id) — 1) * [val(G, €, u,T)]|.

0

Similar results stand for the lower bounds. There is an additional con-
dition to check in this case: the solution value must be different from zero.

12



Under the other conditions, this solution corresponds to a flow of value zero,
or using dummy arcs only. In this case, the problem is trivial, thus the
condition does not weaken the result.

Proposition 2. Let G = (V, A,s,t,e,c) be a network, T a finite set of
elements, { € @m and u € @III two vectors. Let also W, be a conservative

aggregation and w(ld, ¥.) be the size of the mazimum clique in (A}’(Id, v,). If
the three following conditions hold:

1. ¢(a) > 0,Va € A, orc(a) <0,Vae A
2. b;=0,VieZ oru; =400, Viel
3. val(G,l,u,T) #0

then val(G, 0, u,T) — val(V.(G), l,u,T) < (w(Id,¥.) — 1) * |val(G, £, u,T)|.

Proof. The proof is similar to the proof of Proposition 1. Network G is now
the multigraph with the higher number of conflicts and ¥.(G) the one with
the lower number of conflicts since W, is conservative. The only difference
is that the property does not hold if val(G, ¢, u,Z) = 0, because we cannot
guarantee that the relaxation will not result in a negative cost.

O

We have shown that cliques in conflict difference graphs play a major
role in the theoretical quality of the aggregation. We now state the accurate
correspondence between cliques in the conflict difference graph G (¥, Id) and
conflicts in the initial graph. For a given arc set A, a scale S = {Sy, ..., Sk}
and a value j < [S| —1,let A7 ={a € A:S; <s(a) < Sjp10orS; <tla) <
Sji1}, i-e., A7 is the set of arcs with at least one extremity between S; and
S;+1. We use the classical notation G [A’] for the subgraph induced by the
vertex set A’ of G.

Lemma 3. Let G = (V, A, s,t,e,c) be a network flow multigraph, S =
{S1,.... 8} CV and ¥, = (p~, pT) be a heuristic aggregation. Let 1’ be the
set of stable sets in the conflict subgraph G[A’], and x (¥, 1d) be the set of

Proof. We first show that for each element of y (¥, 1d), there is a unique

element of the set  |J 7/. Each clique @ € x(V,,1d) is clearly related to
j=1,mk—1
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a unique stable set {a1, ..., a,} of G (otherwise there cannot be a clique in the
conflict difference graph). Without loss of generality, we assume that the arcs
are sorted by increasing values of tail. It remains to be shown that the stable
set {ai,...,a,} associated to @ is such that S; < t(a1) < s(a,) < Sj41 for a
given j. Let us assume that this is not the case. This means that t(a;) < S
or s(a,) > Sj11. In both cases, pt ot(a;) < p~ o s(a,) and therefore a; and
a, cannot be in conflict in the aggregated multigraph, which contradicts the
initial assumption. Therefore, all arcs of the stable set belong to G [A’]. Thus
we have shown that each clique of x(¥,1d) is related to a unique stable set
of 1’ for a given j.

Now let m; = {ay,...,a,} for a given j be a stable set of 7. When the
aggregation W), is performed, the arcs a; such that S; < s(a;) < t(a;) < Sj1
now connect S; = p~ o s(a;) and Sj11 = p* ot(a;) and thus their associated
nodes form a clique in @(Id, U},). The possible unique arc a; of the set such
that s(a;) < S; < t(a;) < S;+1 now connects the nodes S and S;41 (' < 7).
Similarly, the possible unique arc a; of the set such that S; < s(a;) < Sj11 <
t(a;) now connects S; and a node Sy such that j° > j. Consequently these
two possible arcs are in conflict with all other arcs of 7; in the aggregated
multigraph. Therefore, all arcs of this set form a clique in G (Id, Wy).

0

Practically speaking, since the conflict graph is an interval graph, the
maximum stable set in each graph G[A’] can be computed in linear time.
This lemma led us to design a method for computing an initial scale in our
aggregation framework, together with the following proposition.

Proposition 3. Let G be a network multigraph, ¥ = (p1, p2) be a con-
servative aggregation, and X (G, 0, u,T) be a min-cost circulation model. A
solution for the aggregated model X (V(G),l,u,Z) may only be infeasible
for X(G,0,u,T) if there are two arcs a and o' in the solution such that

p1ot(a) =pyos(d).

Proof. Since p; is non-decreasing, p; o t(a) < p; o s(a’) implies t(a) < s(a’).
Therefore, a path can use both a and o’ in X (G, ¢, u,Z). If pyot(a) > pros(a’)
then since the aggregation is conservative, no path can use both a and a’ in
X (G, l,u,T). Therefore, only the case p; ot(a) = p; o s(a’) remains and can
lead to an infeasibility. ]
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4. A general framework for iterative aggregation and disaggrega-
tion of network flow models

The proposed aggregation method is not static. Once a first aggrega-
tion has been performed, it is iteratively refined until an optimal solution
is found. We now propose our general algorithmic framework, the Iterative
Aggregation and Disaggregation Algorithm (IADA), which may be applied
to any problem that can be formulated as our circulation model.

We designed two versions of our algorithm, depending on whether or not a
heuristic aggregation is used. Figure 3 presents our general framework, where
steps in grey are optional. The algorithm can be summarized as follows: given
the original network flow model for the considered problem, an aggregated
model is created. At each iteration, two aggregated flow models are solved,
one corresponding to a relaxation (conservative aggregation) and the other to
a restriction (heuristic aggregation) of the original problem. The conservative
and heuristic aggregated models respectively provide a dual and a primal
bound. At each iteration, the current model is updated by disaggregation of a
subset of its nodes, in order to exclude the current solution in the subsequent
iterations. The process iterates until either a feasible solution of the relaxed
model is obtained or the gap between the dual and primal bounds is closed.
Algorithm 1 summarizes our method. There are three main steps to consider
in the algorithm: finding an initial scale of aggregated nodes, checking the
feasibility of a solution and defining a disaggregation scheme.

4.1. Computing a suitable initial scale

On the one hand, considering an initial scale & with fewer elements im-
plies having a smaller model, with fewer variables (arcs) and constraints
(nodes). On the other hand, a coarser scale implies that the quality of the
relaxation/heuristic obtained is weaker. Several methods can be used to
determine this initial scale. Since the size of the model obtained is strongly
correlated with the cardinality of S, each of them is parameterized by a given
integer k. We propose the following three generic methods to compute the
initial scale.

The first generic method is called Regular Initial Scale (RIS). It does
not rely on any information on the data. It consists of selecting the following
set of values: § = {0,k,2k,..., W — (W mod k), W}. This aggregation is
efficient when the data are uniformly distributed on the initial scale.
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Figure 3: Overview of the method

The second generic method is called Max Extremities (ME). It is
inspired from Proposition 3. The idea is to keep the nodes with the largest
number of incident arcs. They are computed as follows: the nodes in V are
sorted by the decreasing number of incident arcs. The k first nodes of the
list and nodes 0 and W are then selected. This aggregation is efficient when
there are several vertices with a large number of in-going and out-going arcs.

The last generic method is called Max Crossing (MC). It is inspired
from Proposition 1 and Lemma 3. The idea is to keep the nodes v for which
s(a) < v < t(a) for as much arcs a as possible. The target node set is
computed as follows. Nodes v € V are sorted by decreasing number of arcs
a such that s(a) < v < ¢(a). The k first nodes of the list and nodes 0 and
W are then selected. This aggregation avoids having a large number of arc
tails or heads aggregated in the same node.

4.2. Feasibility checking

It is not straightforward to determine if a solution of the current ag-
gregated model is feasible or not for the original one, since a solution of a
network flow integer model corresponds to a set of arcs. We will now show
that it is not straightforward to transform this set of arcs in the aggregated
model into a set of valid paths in the original model.

We will now define precisely the feasibility checking problem. The solution
of a network flow model is given by the values of flow variables on the arcs:
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{z, : a € A}, and the flow through arc a*, that we denote by z*. To ease the
presentation, we introduce the following notation: for a given arc a, and a
given aggregation W, = (p', p?), we note eq(a) = {a’ € A(e(a)) : p' o s(a) =
ptos(d),p*ot(a) = p?ot(a)}, i.e. the set of arcs that are equivalent to a
with respect to V..

Problem 1 (Feasibility problem of an aggregated solution). Given a multi-
graph G, an aggregated multigraph V.(G), and a circulation {z, : a € A} in
U.(G), the problem of feasibility checking involves determining if there exists
a feasible circulation {z, : a € A} for G, such thatVa € A, T = T4

a’ceqg(a)

To show that this problem is NP-hard, we reformulate it into a high-
multiplicity scheduling problem.

Problem 2 (P|r;| Y U;). Let J be a set of activities j, each having a pro-
cessing time p;, a release date r;, a deadline d; and a number of repetition
m;. We assume that all data are integer. The problem is to schedule the jobs
of J on M machines in such a way that each activity j begins after rj. If
a job j is late then U; = 1. The objective is to minimize the number of late
jobs (i.e. the number of jobs j ending after d;).

This problem is strongly NP-hard, since it generalizes P||Ciayx, Which is
itself strongly NP-hard ([10]). From the feasibility problem, we construct
the scheduling problem as follows: let W(G) = (S, A, p1os,paot, e, c) be the
current aggregated network. For each arc a € A\ {a*} such that z, > 0, we
create an activity a with a processing time p, = t(a) — s(a), a release date
r, = min{s(a’) : @’ € eq(a)} and a due date d, = max{t(a’) : @’ € eq(a)}—pa.
The repetition m, is set to z,. The number of machines m = |M]| is set to
2*, the value of x,+. The answer to the feasibility problem is yes if there is a
solution such that ) ses Uj =0, and otherwise the answer is no.

4.2.1. A MIP formulation for the unit case

We propose a MIP formulation for the feasibility version of the P|r;| > U;
problem for the case where the multiplicity of each arc is one. In this case,
z* is bounded by the number of arcs used, and an arc supports, at most, one
unit of flow. Let A* = {a € A : z, > 0} be the set of arcs that are used in the
aggregated solution. If we find a solution with an objective value equal to |.A*|
using this formulation, then the aggregated solution can be disaggregated to a
feasible solution for the initial model. Each repetition of the same aggregated
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arc will be disaggregated as the same arc. We introduce the following decision
variables of the problem: for each activity a, u, represents its starting time.
Let of Vk € {1,...,2*},Va € A*, be the binary variable that defines whether
activity a is assigned to machine k or not. The binary variable y,, equals to
one if and only if activity a’ appears after activity a.

max Z Z o/; (5)

k=1 acA*

s. t. Zo/; <1, Va € A%, (6)
k=1
— Yo' — Yara + b +al > 1, Va,d' € A* k=1,...,2% (7)
Ug + Pa < ugr + (W —rg)(1 = Ygur)s Va,a' € A*, (8)
o € {0,1}, Vae A*, Vk=1,...,2*, (9)
Yaar € {0,1}, Va,a' € A*, (10)
Ug € [ra,dq), Va € A*. (11)

The objective function (5) maximizes the number of activities assigned
within their time windows, which is equivalent to minimizing the number of
late activities. Constraints (6) ensure that each activity in A* is assigned
to at most one machine. Moreover, if two jobs a and o' are scheduled on
the same machine, either activity a begins after the end of activity a’ or the
opposite occurs (7), while constraints (8) guarantee that the starting time of
the activities are consistent with the y,, variables (the value W — r, plays
the role of a "big M”). Even though the problem is NP-hard, it can be solved
efficiently (depending on the application problem) with the MIP formulation
we propose. This is true since the number of arcs in a solution is typically
small when compared with the total number of arcs in the original problem,

4.2.2. Heuristic method for the general case

In cases where the number of arcs in A* is too large, or if their multiplicity
is high, we need a fast constructive heuristic to check the feasibility of a
solution. The main idea is to try to build z* feasible paths with the set of
arcs in the solution. If the heuristic is able to build these paths, the solution
is feasible. If not, we cannot prove its feasibility.
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Treating each unit of flow independently leads to a large pseudo-polynomial
number of paths in the solution. Therefore, the proposed heuristic (Algo-
rithm 2) does not build each path individually, but rather builds paths with
multiplicities. Let Ag be the set of weighted arcs of A*, each arc a with a
residual multiplicity m(a), which is initially equal to z,. For any path p un-
der construction, we denote by (1) the head of this path, which corresponds
to the head of the last arc in u, i.e. t(u) = max{t(a) : a € p}. Let I be a set
of paths u, each with a multiplicity m(u), equal to the flow going through
that path. We will refer to the arcs of u/ as a{, e ’aljujl' The arcs from Ag
are considered by non-decreasing tails. At each iteration, the first arc a* from
Ap is added to the compatible path with the largest value of head. A path
p’ is compatible with an arc a; if ¢t(p?) € [r,,,d,,]. When an arc is appended
to a path, its tail becomes not necessarily the tail it had in the solution, but
the smallest possible tail of an equivalent arc in the non-aggregated model.
When an arc a is appended to a path p, the multiplicity of a and u are
updated. If m(a;) > m(p?), the flow going through a; in 1/ is m(p?). The
multiplicity of a; is updated to m(a;) — m(u?) in Ag. If, on the other hand,
m(a;) < m(p’), a; is removed from Ag, and path p’ is duplicated in two
identical paths g7/ and p/"'*' such that m(p?) = m(a;) and pl"+! has the
residual multiplicity. Then, a; is appended to path /. If a compatible path
does not exist, a new path is created with an initial multiplicity m(a;) and a;
is removed from Ap. If all arcs are successfully allocated to at most z* paths,
the method returns "true”. The complexity of this algorithm is independent
of the number of repetitions of the arcs. It only depends on the number of
arcs in A*.

Proposition 4. The complexity of Algorithm 2 is in O(].A*|?).

Proof. We first show that |I'| < [A*|. In fact, we show that at any iteration of
the algorithm, |I'|+|Ag| < |A*|. At step 1, in any case a unique path {a*} is
created, and one arc is removed from Ag. Thus the property is initially true.
Assuming that at a given step, |Ag| < |A*|—|T'|, there are three possibilities.

1. a* is appended to a path 7 such that m(a*) > m(p’"). In this case,
I'| and |Ag| remain unchanged. Thus the property remains true after
this step.

2. a* is appended to a path p/" such that m(a*) < m(p/"). In this case,
a* is removed from Ag, and a new path is created if m(a*) < m(p’").
Therefore, the property remains true.
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3. a* cannot be inserted in any open path and a new path is created. In
this case, a* is removed from Ar and a unique new path is created.
Therefore, the property remains true in this case.

Since |I'| < |A*|, after a maximum of | A*| iterations, arc a* is deleted
from Apr (either all its repetitions are allocated to existing paths, or a new
path is created). Therefore, after a maximum of |A*|* iterations, all arcs
are deleted from Ag and the algorithm stops. Again, since |I'| < |A*|, and
since an arc cannot appear twice in a path, each execution of the while loop
can be executed in O(|.A*|) (secking the first compatible path, and copying a
path are the two most expensive operations), leading to a total complexity of
O(|.A*|?). The cost O(|.A*|log | A*|) for initially sorting the arcs is dominated
by this cost. Therefore, the overall complexity of the algorithm is O(].A*[?).

O

4.83. Disaggregation schemes

When the model finds an infeasible solution, a disaggregation scheme
must be applied. Generally, it consists of adding nodes to the current aggre-
gated multigraph, in such a way that the previous solution is not repeated in
the next iteration. Once the disaggregation is performed, the updated model
is once again solved, and the whole process is iteratively repeated. These ad-
ditional nodes correspond to values that do not belong to the current target
set as they are aggregated in one of its nodes. Therefore, this procedure is
designated as disaggregation.

A simple straightforward way of performing a disaggregation is to do it in
a global and regular way. This means that an additional node is considered
between every two consecutive nodes of the current scale. The disadvantage
of this method is that it does not take into account the solution obtained by
the model and may create nodes that are unnecessary. We call this disaggre-
gation procedure Globally Regular Disaggregation (GRD).

Node disaggregation can also be performed locally. This means that the
additional nodes to consider originate from the disaggregation of nodes whose
aggregation is potentially causing the infeasibility of the current solution.
Considering Proposition 3, given the current solution, only nodes that are
both tails and heads of arcs used in the solution are considered relevant
to disaggregate. This leads to the following procedure, which consists in
selecting two of those nodes v and v’ that are contiguous in the current set
S. Then, given a parameter r, we add to S the set {v+kx*7r:k € Nov <
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v+ k*r <v'}. We call this procedure Locally Regular Disaggregation
(LRD).

4.4. Convergence

Let X (G, ¢, u,Z) denote a flow model. Let V = {0,1,..., W — 1, W}
be the set of nodes of graph G, and X (V(G), ¢, u,Z) be the aggregate model
where only the nodes in S C V are considered. It is trivial that ¥Y(G) = G.
In the following, we will consider that we use a non-degenerate disaggregation
algorithm, s.e. if this algorithm is applied to a given set S, it disaggregates
at least one element of this set. Note that this can be done without loss
of generality, since any disaggregation algorithm can be turned into a non-
degenerate one by adding a random element of V \ S to the output set S.

Theorem 1. The Iterative Aggregation and Disaggregation Algorithm con-
verges to an optimal solution in a finite number of iterations for any non-
degenerate disaggregation scheme.

Proof. Let k be the current iteration, with z* the optimal solution of model
X(US"(G),¢,u,T), where S* is the current set of nodes. If S¥ =V or z*
is feasible for model X (G, ¢, u,T), z* is optimal, since X(\I/Sk(G),E, u,Z) is
a relaxation of X (G, ¢, u,Z). Thus, the method has converged. Otherwise,
the method proceeds to the next iteration, with a consequent addition of
n, > 0 new nodes to S*, in the disaggregation step. Consequently, it takes
at most W — |S'] iterations to reach an iteration n, where §” =V, and thus
to convergence. O

5. Applications

As mentioned before, the exact solution algorithm we are proposing can
be applied to a variety of problems that may be formulated as our min-cost
circulation problem. The aim of our computational experiments is to assess
the efficiency of the IADA. To do so, we compare the results of the original
network flow model with the results of aggregated models within the frame
of our algorithm. We also intend to compare the different approaches for the
three main steps of the algorithm (finding an initial scale of aggregated nodes,
checking the feasibility of a solution and defining a disaggregation scheme)
that were proposed in Section 4. Many combinations of these approaches
and their parameters can be used, and the results we present in this section
represent a selection of them. This selection was based in some preliminary
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tests, which are not reported in this paper. The algorithm was implemented
in C++ and the network flow model was solved with ILOG CPLEX 12.6. The
computational tests were run on a cluster of computers using one Quad-core
Intel Xeon E5420 CPU with 2.5GHz and 32GB of RAM.

5.1. Vehicle routing problem (VRP) with time windows and multiple routes

We present some computational results concerning the application of the
IADA to the VRP with multiple routes and Time Windows (MVRPTW,
see Section 2). We conducted a set of computational experiments on bench-
mark instances from the literature. The considered instances are those of [18]
adapted by [1] for the problem. They are divided into three different groups,
according to the distribution of the customers’ location, R (randomly gen-
erated by a random uniform distribution), C' (clustered) or RC' (randomly
generated and clustered). We take into account the first 40 customers of the
considered instances. The maximum duration of a route t,.x is fixed to 75
for instances RC and R, and to 220 for instances C'. The maximum length
of a workday is respectively 960, 1000 and 3390 for RC', R and C.

Furthermore, we consider that the distances between customers are equal
to the corresponding Euclidean distances, truncated to two decimal places
and then multiplied by 100, to obtain integers. Table 1 reports the compu-
tational results obtained for instances with 40 customers. The aggregation
function used in our experiments is the conservative function ¥. = (p~, p7).
Four different values for the initial scaling factor were tested (500, 1000, 1500,
10000). If this value is equal to 500 and |V| is the number of nodes in the orig-
inal network, then |V'|/500 nodes are used in the first aggregation. For each
of these values, we tested the three different methods presented in Section 4.1
to compute the initial scale (RIS, ME, MC). As the number of arcs in a so-
lution of the MVRPTW is very small when compared to the total number of
arcs in the original problem, the feasibility checking is performed by solving
the MIP formulation proposed in Section 4.2.1. Finally, the disaggregation
scheme used (Section 4.3) is the local regular disaggregation (LRD), with a
number of added nodes equal to 10. The models were run with a time limit
of 900 seconds. Columns ¢ of Table 1 report the time, in seconds, required
to solve to optimality each of the models. A time equal to 900 seconds rep-
resents an instance where optimality was not proved within the defined time
limit. Those instances for which the best found solution corresponds to the
optimal solution are marked with an (*). Columns it of Table 1 report the
number of iterations needed to find the optimal solution (including the first).
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A value equal to one means that no disaggregation phase was performed.
Instances for which no feasible solution was found within the time limit are
marked with an (-). The last line reports the average time, in seconds, re-
quired to solve each group of instances, for those which were solved by all
models. The non-aggregated model was tested, but no feasible solution was
found within the time limit of 900 seconds for any of the instances. However,
it is important to note that the distances between customers were truncated
to two decimal places and then multiplied by 100 to obtain integers, which
greatly increases the size of the model. In preliminary tests, the optimality
of the solution for the MVRPTW was almost always proved by the feasibility
checking, and so we apply the IADA described in Algorithm 1, without using
the heuristic version.

Table 1: MVRPTW instances with 40 customers. The values on top of the
table correspond with the aggregation factor used (i.e. the value by which the
initial size is divided). The three methods RIS, ME, MC indicated as those of

Section 4.1.
500 1000 1500 10000
RIS ME MC RIS ME MC RIS ME MC RIS ME MC

val it t it t it t it t it t it t it t it t it t it t it t it t

RC201 1292,16 4 32,0 4 419 5 373 6 80,3 3 19,0 3 54,2 6101,7 5 20,2 6 823 6 749 8 40,8 6 58,8
RC202 1457,89 4 163,0 2 48,9 51888 41651 2 48,6 61794 4190,1 4 136,0 64024 5 158,1 41174 6 86,7
RC204 1362,34 1 357 1 235 1 668 1 17,2 1 21,1 1 161 1 148 1 150 1 127 1 28 2 7.6 3 251
R203 962,22 2441,2 13820 2631,1 21910 1 968 21977 2101,7 2 91,3 21250 3 952 3 894 3 87,5
R204 858,22 1 900* 1 900* 1 900* 1249,7 1 900* 1 900* 1169,2 2 900* 11349 1 239 1 14,8 1 12,1
R205 1017,84 2 63,8 1108,1 22898 51875 2 66,7 51958 41065 5266,3 42053 51060 4 89,6 5 934
R206 92722 1 776 11570 13078 1 32,6 1 59,5 1 646 2 76,3 2112,7 2 823 2 418 1 6,2 2 322
R207 886,22 11976 1561,2 12904 1 551 1 423 1 96,2 1 384 1 292 1 681 1 89 2 30,5 1 8,7
R208 858,22 1 900* 1 900* 1 900* 1451,5 1 900* 12265 1119,0 1353,5 13573 1 272 1 17,0 1 2438
R209 935,81 4 669,5 - - - - 43596 56728 - - 6 900* 5390,5 4187,8 6481,4 78454 6 478,7
R210 95292 1 46,3 11790 11152 2 685 1 54,7 2 949 3111,4 31296 318,0 3 82,1 4117,8 5 210,3
R211 869,75 1379,1 1 900* 1 900* 1204,0 15050 12345 1 91,9 12979 11186 2 87,0 2 70,5 2 920
201116883 1 155 1 21,7 1 192 1 68 2 226 1 80 1 48 1 53 1 46 3 163 2 6,7 4 120
Cc202 1111,15 1 100,1 1146,3 1 8,8 1 46,6 1 657 1 383 1 284 1 436 1 259 3 394 2 234 3 40,3
C203 1088,55 1356,1 18238 1291,1 1113,2 1191,5 1100,3 1 66,0 1146,7 1 63,4 1 160 1 226 1 14,4
C204 1039,16 1 900,0 1 - 1 900* 13780 18458 1440,3 1246,5 1613,1 1190,7 1 36,6 1 248 1 389
C2051083,81 1 180 1 325 1 323 1 98 1 103 1 118 1 69 1 85 1 87 1 30 1 31 1 27
C206 1081,37 1 34,5 1 609 1 403 1 155 1 167 2 239 1 108 1 124 1 93 2 13,5 2 123 2 99
C207 1055,04 1216,4 13006 18445 1 51,8 1 93,8 1149,1 1 274 1 53,7 1 396 1 105 2 221 1 7,9
C2081071,99 1 51,1 1 53,9 1 994 1 220 1 250 1 185 1 14,1 1 184 1 129 1 55 1 45 1 48
Avg. 1,4 139,2 1,2 196,1 1,6 222,7 1,8 109,3 1,3 83,7 1,8 100,6 1,8 71,1 1,9 102,4 1,9 107,7 2,3 45,1 2,4 38,7 2,7 458
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From Table 1, we can see that, as expected, the average number of iter-
ations always grows for larger values of the initial scale aggregation factor,
even though the maximum average number of iterations is 2.8, and the max-
imum number of iterations for one instance is 8. The average computational
times almost always decrease, independently of the method being used (RIS,
ME, or MC). In preliminary computational experiments, RIS almost always
performs better for smaller problems, even though it tends to be dominated
by the other methods as the scale factor grows. This may mean that as the
size of the graph decreases, the more elaborate strategies tend to perform
better. On the other hand, in Table 1 none of the three methods clearly
dominates.

5.2. Clutting-stock problem

We will now consider the cutting-stock problem (see Section 2). We con-
ducted a set of computational experiments on difficult benchmark instances
from recent studies [4], which were also used recently in [7], to survey the best
methods for solving the cutting-stock problem. We used the instances called
AN in [7] to perform our expriments. In preliminary tests, the optimality of
the solution for the CSP was almost always proved by closing the gap, and
so we apply the extended variant of IADA with the heuristic version. The
aggregation functions used in our experiments are the conservative function
U, = (p~, p~) and the heuristic function ¥, = (p~, pT), where pT and p~ are
defined from V to S for different values of |S|. The settings are the following:
to compute S, we used the Regular Initial Scale (RIS) with parameter values
V|/2, |V|/5, |V|/10, |V|/50, |[V|/100, |V|/200, and |V|/500. Globally Regular
Disaggregation (GRD) was used with parameter 1 (one point added between
each consecutive infeasibilities). The heuristic checker (Algorithm 2) is used.
We run each model for a maximum time of one hour. Each class of instances
contains 50 instances. Testing the 250 instances with the 8 different versions
of the algorithm amounts to almost 2000 hours of computing time. Note that
we use the four cores of our processor, whereas only one core was used in [7].

The results obtained by our method does not allow to compete with state-
of-the-art algorithm. The results are even worse than the ones obtained using
the arc-flow formulation with no aggregation.

The first results that we had obtained seemed to indicate that the method
had an excellent behaviour. This was due to a flaw in the computer imple-
mentation, and an early convergence of the algorithm.

24



Our conclusions for the cutting-stock problem is that for the hard in-
stances proposed by [7], even removing a small subset of possible values in
the scale decreases the value of the dual bound. Other techniques must be
used for this kind of instances.

5.8. Analysis and comparison of the results for the MVRPTW and CSP

The method to find the initial scale and the disaggregation method that
performed better for both applications were respectively RIS (Regular Initial
Scale) and LRG (Locally Regular Disaggregation).

For the initial aggregation factor, the computational times for the MVRPTW
decrease with its growth, whereas for the CSP the aggregation factor has to
be chosen carefully depending on the size of the model. A too small scale
will lead to a large number of iterations because symmetries may allow the
same non-valid configuration to appear several times. Note also that the
computational times tend to be worse for large disaggregation factors. As
far as the number of iterations is concerned, it always increases with the
aggregation factor of the initial scale for both applications. The most signifi-
cant difference between the two application problems has to do with the fact
that the original arcs of the MVRPTW have less repetitions than the arcs of
the CSP. These repetitions are constrained to a smaller part of the graph for
the routing problem, due to the time windows. This explains the identified
differences in what concerns the methods for the feasibility checking and the
optimality proof (with the feasibility checking or the gap closure). The aggre-
gated models always outperform the non-aggregated ones in our experiments.
They help to produce tractable models, whereas non-aggregated models gen-
erally cannot be solved within the defined time limit (and sometimes cannot
even be loaded into the memory).

6. Conclusions

In this paper, we introduce a general framework for solving network flow
models through an iterative aggregation and disaggregation scheme. We pro-
vide a thorough analysis of the different key aspects underlying this general
framework, including the relation between the level of aggregation and the
quality of the approximations. The framework proposed in this paper is
general and applies to a variety of network flow models. To assess the effi-
ciency of the IADA, we analyze it experimentally against two different rele-
vant problems, a variant of the vehicle routing problem and a cutting stock
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problem, by comparing the results of the original models with the results of
aggregated models within the frame of our algorithm. We propose generic
and alternative approaches for the initial aggregation, feasibility checking
and disaggregation methods. The results show that even a simple appli-
cation of our method often produces tractable models for instances where
non-aggregated models cannot be solved within the defined time limit, and
that it is able to outperform the best methods from the literature.
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Algorithm 1: Iterative Aggregation and Disaggregation Algorithm

Input: A network flow multigraph G = (V, A, s,t,¢,¢), a set Z, lower
and upper bounds ¢, u

Output: An optimal solution z* for X (G, ¢, u,T)

Compute an initial target set St C V;

optimal < False;

k <+ 1;

while optimal=False do

Let U* = (p¢, p$) be a conservative aggregation function defined
from V to S*.

Solve the aggregated model X (V*(G), ¢, u,T), obtaining solution z;

Check if x is feasible ;

if x is feasible then

¥+ o

| optimal < True

if optimal = False and the heuristic version is used then

Let W = (p, ph) be a heuristic aggregation function defined
from V to S*.

Solve the aggregated model X (V*(G), ¢, u,Z), obtaining
solution y;

if x and y have the same objective value then

¥+
optimal < True;

if optimal = False then

Apply a disaggregation scheme, obtaining a new node set
SHLCVY;

| ke k+ 1

return z*;
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Algorithm 2: Feasibility heuristic

Input: a set of weighted arcs Ag, a value z* of flow;

Sort the arcs in Ag = {ay, ..., ajap } such that s(a;) < s(a;1);
pt = 0; t(pt) < 05 m(pt) <= 05

I'={u'};

while Ar # 0 do

Let a* be the first element of Ag;

// find the path compatible with a* with the mazimum head

Let j* = min {j e {1,... ||} : dor — par > t(?) and

max{t(s), 0o} + por < W }:
if j* exists then
// a* is appended to path p
if m(a*) > m(y’") then
| m(a*) < m(a*) = m(p");
else
// if the number of repetition of u/" is too large, it is split
into two paths
AR <+ Ag\{a*};
copy 1" into p!MH1:
m(u" ) = m(p’") —m(a*);
m(p") < m(a*);
[T U {ulft};
W= U {at )
| () = max{t(p"), ros b+ par;
else
// a new path is created
if lel“zll m(p’) + m(a*) < 2* then
AR <+ Ag\{a*};
plt e Lo )t <= v 4 ey m(uTHY) «— m(a*);
D Tu{u;

else return Fulse;

return 7True
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